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• But	observations	reveal relatively high	abundances
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wavelengths in the local ISM (Crane et al. 1995; Gredel 1997;
Weselak et al. 2008), while the 13CH+ isotopologue has been de-
tected in infrared wavelengths deeper in the Galactic disc (Fal-
garone et al. 2005, 2010; Godard et al. 2012). This molecule has
even been observed in the interstellar medium of external galax-
ies (Rangwala et al. 2011; van der Werf et al. 2010; Ritchey et al.
2015; Spinoglio et al. 2012).

CH+ is easily destroyed by reactions with electrons and hy-
drogen atoms, but also by reactions with H2 molecules. Under
these conditions, the only reaction e�cient enough to counter-
balance the fast destruction is

C+ + H2 ! CH+ + H (�E/k = �4300 K). (1)

As this reaction is highly endothermic (Agúndez et al. 2010), it
has been proposed that the observed abundances might be related
to warm layers of gas resulting, for instance, from turbulent mix-
ing or turbulent dissipation processes (Crane et al. 1995; Gredel
1997; Lambert & Danks 1986).

From the theoretical point of view, the attemps to explain the
large amounts of CH+ in the di↵use ISM include shock heated
gas (Draine & Katz 1986; Pineau des Forêts et al. 1986; Flower
& Pineau des Forêts 1998; Lesa↵re et al. 2013), turbulent dissi-
pation in vortices (Joulain et al. 1998; Godard et al. 2009, 2014;
Falgarone et al. 2010; Myers et al. 2015), and the turbulent mix-
ing between the CNM and the WNM (Lesa↵re et al. 2007). Sev-
eral of these models have proven successful in reproducing not
only the abundances of CH+ but also those of many other species
(e.g. SH+, CO, HCO+) and their correlations observed in the dif-
fuse medium under the constrain the mechanical energy injected
at large scale. However, they did so assuming idealised one di-
mensional steady-state structures and adopting either a single
type of structures along the line of sight or very simplistic ve-
locity, density, or magnetic field distributions with no link to the
large sale dynamics of the gas.

The recent work of Myers et al. (2015) succeded at repro-
ducing the observed CH+ abundances for a turbulent molecular
cloud with typical physical conditions for the ISM. Using ideal
magnetohydrodynamical (MHD) simulations, they showed that
almost all of the CH+ molecules are produced in regions where
the ion-neutral drift velocities are high (vd & 3� 4 km s�1). CH+
production is controlled by drift velocities higher than 3 km s�1

which, in despite of being rare, are present in a su�cient number
to be statistically significant and produce CH+ column densities
comparable to observations. However, the simplifying assump-
tions about the ionisation fraction of the gas, which influences
the drift velocity distribution, and the constant fraction of molec-
ular hydrogen might be leading to an artificially high CH+ abun-
dance.

The goal of our paper is to study the formation of CH+ at
large-scale in di↵use molecular clouds, using a dynamically cal-
culated abundance of molecular hydrogen (out-of-equilibrium
H2), as well as including a more detailed description of the my-
crophysical processes, and to compare with available observa-
tions, as well as the previous theoretical work of Myers et al.
(2015, hereafter MML15). First we explore the role of the turbu-
lent mixing, which transports molecular hydrogen to the warm
gas, in a realistic 3-dimensional structure, by assessing which
is the role played by the warm reactants. Secondly, we address
the question of whether the ambipolar di↵usion can explain the
observed abundances of CH+ under realistic physical conditions.

The paper is structured as follows: in Sect. 2 we describe the
numerical simulation and the chemical solver used to postpro-
cess it. We also describe how we estimate the ion-neutral slip
velocity, and we analyse the validity of our approach. In Sect. 3

we present our results on the importance of warm reactants, as
well as the importance of the ion-neutral drift, on the abundance
of CH+. We conclude the paper in Sect. 4. Additionally, we give
a detailed description of our chemical solver and a detailed study
of the chemical timescales for each individual species in the ap-
pendix.

2. Methodology

2.1. MHD simulation

The numerical simulation used in this work is an ideal magne-
tohydrodynamical (MHD) multiphase simulation of a realistic
molecular cloud using the RAMSES code (Teyssier 2002) and
fully described in the Appendix of Paper I.

The molecular cloud is formed by colliding streams of
atomic gas and the general setup is very similar to Valdivia &
Hennebelle (2014) (see also Audit & Hennebelle 2005; Hen-
nebelle et al. 2008). The simulation box is a cube of side L =
50 pc filled with atomic gas of density n = 1 cm�3 and temper-
ature T = 8000 K, where two converging streams of WNM are
injected from the x boundaries with a slightly turbulent velocity
field of module V0 = 15 km s�1. The corresponding injection of
mechanical energy at the integral scale is Ėin ⇠ 3 ⇥ 1033 erg s�1,
or equivalently "in ⇠ 10�25 erg cm�3s�1, in agreement with the
mean value of the kinetic energy transfer rate deduced from
the observed velocity dispersions of molecular clouds seen in
CO (Hennebelle & Falgarone 2012). The magnetic field is ini-
tially aligned with the x direction and it has an initial strength of
2.5 µG.

The simulation uses an adaptive mesh refinement (AMR)
technique. The minimum and maximum resolution levels are
`

min

= 9 and `
max

= 11, reaching an e↵ective numerical res-
olution of 20483, or equivalently a spacial resolution of some
0.025 pc. The refinement criterion is density, with density thresh-
olds at nthresh = 50 cm�3, and nthresh = 100 cm�3. The timestep
of the simulation is variable and smaller than ⇠ 180 yr, i.e. small
enough to follow the propagation of dynamical perturbations in
the CNM and WNM (⇠ 104 yr).

The simulation follows the formation and destruction of H2
and its thermal feedback. The e↵ects of shielding from ultravio-
let radiation by dust particles and H2 absorption (self-shielding)
have both been included for the computation of the H2 pho-
todissociation rate using our tree-based method, detailed in Val-
divia & Hennebelle (2014) and in Paper I. The simulation pro-
duces turbulent and highly structured molecular clouds that ex-
hibit a wide range of physical conditions (in density, tempera-
ture, and shielding parameters). Important fractions of out-of-
equilibrium H2 are found in the di↵use and warm phase of the
gas as a consequence of the turbulent mixing and the shield-
ing against photodissociation provided by the multiphase struc-
ture. H2 molecules initially formed in transient dense regions are
spread by turbulence into the interclump medium, where they
can survive due to the shielding provided by the cloud structure.
The presence of H2 in a warm environment increases its exci-
tation (Paper I) and leads to column densities of H2 rotational
levels comparable to those observed with the Copernicus and
FUSE Telescopes (e.g. Spitzer et al. 1974; Frisch 1980; Frisch
& Jura 1980; Lambert & Danks 1986; Gry et al. 2002; Lacour
et al. 2005).

The snapshot used in this work corresponds to an evolution
time of 15 Myr in the simulation. Figure 1 shows the local num-
ber density in a cut through the middle plane, as well as a small
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Impact	of	the	turbulent	mixing CNM/WNM	on	the	chemistry
Impact	of	the	multiphase structure	
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CH+ In	The	Diffuse	ISM:	Previous Attempts
PDR	Models Dissipation	of Turbulence Ion-Neutral Drift
Stationary plane-parallel slabs
illuminated from one	or	two sides

Burst of	dissipation
L~10	AU	;	t~100	yr

Simple	geometry,	it does not	take into
account the	dynamics nor the	fractal-
like structure	of	real	molecular clouds.

Do	not	consider the	role of	gas
dynamics nor the 3D	structure
Underlying dissipation	processes are	
imposed
(Falgarone et	al.	2010,	Godard	et	al.	2009,	
2014)

Do	not	treat microphysics
Constant ion	density

(Myers	et	al.	2015)

Other approaches: Alfvén waves (Federman et	al.	1996),	Low velocity C-shocks (Draine	&	Katz	1986),
Irradiated low-v	C-shocks (Lesaffre et	al.	2013)

B. Godard et al.: Chemical probes of turbulence in the diffuse ISM
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Fig. 4. Observations (top panel) compared to the predictions of PDR
(middle panel) and TDR (bottom panel) models. Data (open circles)
− The CH+ and total hydrogen column densities inferred from vis-
ible absorption lines and extinction measurements are shown in red
and are from Crane et al. (1995), Gredel (1997), and Weselak et al.
(2008). The CH+ and total hydrogen column densities inferred from
the far-infrared absorption lines of CH+, HF, and CH and the 21 cm
emission lines of HI are shown in blue and are from Falgarone et al.
(2010a), Gerin et al. (2010b), Neufeld et al. (2010b), Sonnentrucker
et al. (2010), and Godard et al. (2012). The red and blue lines corre-
spond to the mean ratio N(CH+)/NH computed with the visible and sub-
millimetre data, respectively. PDR and TDR model predictions (filled
symbols) − Computed for several densities: 10 (crosses), 30 (triangles),
50 (squares), and 100 cm−3 (circles). The TDR models are computed
for ε = 10−24 (green) and 10−23 (magenta) erg cm−3 s−1, all the other
parameters are set to their standard values.

absorption towards the continuum of massive star forming re-
gions with the Herschel/HIFI instrument (Falgarone et al. 2010a;
Godard et al. 2012). The total hydrogen column densities associ-
ated with the visible data are inferred from extinction measure-
ments, while those associated with the far-infrared data are taken
from Godard et al. (2012) who estimated the atomic hydrogen
column density from VLA observations of its λ21 cm transition
and the H2 column density from the far-infrared observations of

two surrogate molecular species, CH and HF (Gerin et al. 2010b;
Neufeld et al. 2010b; Sonnentrucker et al. 2010). When both CH
and HF are available, both estimations are used to compute un-
certainties on the total column density, hence the large error bars
on NH for several far-infrared components.

Absorption spectroscopy against stars in the visible range is
limited to the SN because of dust extinction, while that against
star-forming regions in the submillimetre domain does not have
such a limitation (e.g. Laor & Draine 1993). The red data of
Fig. 4 are thus associated with gas in the SN while the blue
data sample components located deeper in the inner Galactic
disk (see Table 3 of Godard et al. 2012). These two datasets
share similar characteristics: a large scatter of about one order
of magnitude and the same linear trend with NH. However, the
column densities of CH+ observed in the inner Galactic disk,
with a mean ratio ⟨N(CH+)/NH⟩ = 2.1 × 10−8, are found to ex-
ceed by a factor of 3 on average those observed in the SN, where
⟨N(CH+)/NH⟩ = 7.6 × 10−9.

5.2. Predictions of UV-dominated chemistry

The middle panel of Fig. 4 displays the column densities of
CH+ predicted by the Meudon PDR code for densities of 30,
50, and 100 cm−3, a total column density NH = 0.18, 1.8,
and 18×1021 cm−2, and an incident radiation field scaling factor
χ = 1. In the diffuse ISM, the destruction of CH+ occurs through
hydrogenation (see Fig. C.1), an exothermic process with a very
short timescale ∼1 yr fH2 (50 cm−3/nH) (McEwan et al. 1999),
where fH2 is the molecular fraction defined as fH2 = 2n(H2)/nH.
Conversely, in the absence of a suprathermal energy source to
activate the endothermic reaction

C+ + H2 → CH+ + H (∆E/k ∼ 4640 K), (10)

the formation of CH+ is initiated by the radiative association

C+ + H2 → CH+2 + γ, (11)

a process with a very long timescale∼2×106 yr f −1
H2

(50 cm−3/nH)
(Herbst 1985). With the lack of an efficient production pathway,
PDR models thus systematically underestimate the observed
column densities of CH+ by two to four orders of magnitude
(Fig. 4).

5.3. Predictions of the TDR model

In the bottom panel of Fig. 4, we compare the observational data
with the predictions of the TDR models. With a homogeneous
reconstruction of the line of sight (see Sect. 3.3), all the column
densities computed by the code are simply proportional to the
total hydrogen column density NH. For a given NH, the depen-
dence of N(CH+) on the other parameters is then the result of
several effects. First, CH+ is predominantly produced in the ac-
tive stages (see Fig. 3); its column density is thus proportional
to the number of active vortices, which is proportional to the av-
erage dissipation rate ε, inversely proportional to the square of
the density nH and independent of EτV (see Paper I). Second, the
rate-of-strain a and the maximum orthoradial velocity uθ,M con-
trol the heating by viscous friction and ion-neutral friction, re-
spectively, hence set the effective temperature (Eq. (2)) at which
ion-neutral chemical reactions proceed. If a or uθ,M increase, the
effective temperature in an active vortex increases and so does
the rate of reaction 10, hence the production of CH+. When in-
tegrated over the line of sight, however, this effect is balanced
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Fig. 4. Observations (top panel) compared to the predictions of PDR
(middle panel) and TDR (bottom panel) models. Data (open circles)
− The CH+ and total hydrogen column densities inferred from vis-
ible absorption lines and extinction measurements are shown in red
and are from Crane et al. (1995), Gredel (1997), and Weselak et al.
(2008). The CH+ and total hydrogen column densities inferred from
the far-infrared absorption lines of CH+, HF, and CH and the 21 cm
emission lines of HI are shown in blue and are from Falgarone et al.
(2010a), Gerin et al. (2010b), Neufeld et al. (2010b), Sonnentrucker
et al. (2010), and Godard et al. (2012). The red and blue lines corre-
spond to the mean ratio N(CH+)/NH computed with the visible and sub-
millimetre data, respectively. PDR and TDR model predictions (filled
symbols) − Computed for several densities: 10 (crosses), 30 (triangles),
50 (squares), and 100 cm−3 (circles). The TDR models are computed
for ε = 10−24 (green) and 10−23 (magenta) erg cm−3 s−1, all the other
parameters are set to their standard values.

absorption towards the continuum of massive star forming re-
gions with the Herschel/HIFI instrument (Falgarone et al. 2010a;
Godard et al. 2012). The total hydrogen column densities associ-
ated with the visible data are inferred from extinction measure-
ments, while those associated with the far-infrared data are taken
from Godard et al. (2012) who estimated the atomic hydrogen
column density from VLA observations of its λ21 cm transition
and the H2 column density from the far-infrared observations of

two surrogate molecular species, CH and HF (Gerin et al. 2010b;
Neufeld et al. 2010b; Sonnentrucker et al. 2010). When both CH
and HF are available, both estimations are used to compute un-
certainties on the total column density, hence the large error bars
on NH for several far-infrared components.

Absorption spectroscopy against stars in the visible range is
limited to the SN because of dust extinction, while that against
star-forming regions in the submillimetre domain does not have
such a limitation (e.g. Laor & Draine 1993). The red data of
Fig. 4 are thus associated with gas in the SN while the blue
data sample components located deeper in the inner Galactic
disk (see Table 3 of Godard et al. 2012). These two datasets
share similar characteristics: a large scatter of about one order
of magnitude and the same linear trend with NH. However, the
column densities of CH+ observed in the inner Galactic disk,
with a mean ratio ⟨N(CH+)/NH⟩ = 2.1 × 10−8, are found to ex-
ceed by a factor of 3 on average those observed in the SN, where
⟨N(CH+)/NH⟩ = 7.6 × 10−9.

5.2. Predictions of UV-dominated chemistry

The middle panel of Fig. 4 displays the column densities of
CH+ predicted by the Meudon PDR code for densities of 30,
50, and 100 cm−3, a total column density NH = 0.18, 1.8,
and 18×1021 cm−2, and an incident radiation field scaling factor
χ = 1. In the diffuse ISM, the destruction of CH+ occurs through
hydrogenation (see Fig. C.1), an exothermic process with a very
short timescale ∼1 yr fH2 (50 cm−3/nH) (McEwan et al. 1999),
where fH2 is the molecular fraction defined as fH2 = 2n(H2)/nH.
Conversely, in the absence of a suprathermal energy source to
activate the endothermic reaction

C+ + H2 → CH+ + H (∆E/k ∼ 4640 K), (10)

the formation of CH+ is initiated by the radiative association

C+ + H2 → CH+2 + γ, (11)

a process with a very long timescale∼2×106 yr f −1
H2

(50 cm−3/nH)
(Herbst 1985). With the lack of an efficient production pathway,
PDR models thus systematically underestimate the observed
column densities of CH+ by two to four orders of magnitude
(Fig. 4).

5.3. Predictions of the TDR model

In the bottom panel of Fig. 4, we compare the observational data
with the predictions of the TDR models. With a homogeneous
reconstruction of the line of sight (see Sect. 3.3), all the column
densities computed by the code are simply proportional to the
total hydrogen column density NH. For a given NH, the depen-
dence of N(CH+) on the other parameters is then the result of
several effects. First, CH+ is predominantly produced in the ac-
tive stages (see Fig. 3); its column density is thus proportional
to the number of active vortices, which is proportional to the av-
erage dissipation rate ε, inversely proportional to the square of
the density nH and independent of EτV (see Paper I). Second, the
rate-of-strain a and the maximum orthoradial velocity uθ,M con-
trol the heating by viscous friction and ion-neutral friction, re-
spectively, hence set the effective temperature (Eq. (2)) at which
ion-neutral chemical reactions proceed. If a or uθ,M increase, the
effective temperature in an active vortex increases and so does
the rate of reaction 10, hence the production of CH+. When in-
tegrated over the line of sight, however, this effect is balanced
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Fig. 4. Observations (top panel) compared to the predictions of PDR
(middle panel) and TDR (bottom panel) models. Data (open circles)
− The CH+ and total hydrogen column densities inferred from vis-
ible absorption lines and extinction measurements are shown in red
and are from Crane et al. (1995), Gredel (1997), and Weselak et al.
(2008). The CH+ and total hydrogen column densities inferred from
the far-infrared absorption lines of CH+, HF, and CH and the 21 cm
emission lines of HI are shown in blue and are from Falgarone et al.
(2010a), Gerin et al. (2010b), Neufeld et al. (2010b), Sonnentrucker
et al. (2010), and Godard et al. (2012). The red and blue lines corre-
spond to the mean ratio N(CH+)/NH computed with the visible and sub-
millimetre data, respectively. PDR and TDR model predictions (filled
symbols) − Computed for several densities: 10 (crosses), 30 (triangles),
50 (squares), and 100 cm−3 (circles). The TDR models are computed
for ε = 10−24 (green) and 10−23 (magenta) erg cm−3 s−1, all the other
parameters are set to their standard values.

absorption towards the continuum of massive star forming re-
gions with the Herschel/HIFI instrument (Falgarone et al. 2010a;
Godard et al. 2012). The total hydrogen column densities associ-
ated with the visible data are inferred from extinction measure-
ments, while those associated with the far-infrared data are taken
from Godard et al. (2012) who estimated the atomic hydrogen
column density from VLA observations of its λ21 cm transition
and the H2 column density from the far-infrared observations of

two surrogate molecular species, CH and HF (Gerin et al. 2010b;
Neufeld et al. 2010b; Sonnentrucker et al. 2010). When both CH
and HF are available, both estimations are used to compute un-
certainties on the total column density, hence the large error bars
on NH for several far-infrared components.

Absorption spectroscopy against stars in the visible range is
limited to the SN because of dust extinction, while that against
star-forming regions in the submillimetre domain does not have
such a limitation (e.g. Laor & Draine 1993). The red data of
Fig. 4 are thus associated with gas in the SN while the blue
data sample components located deeper in the inner Galactic
disk (see Table 3 of Godard et al. 2012). These two datasets
share similar characteristics: a large scatter of about one order
of magnitude and the same linear trend with NH. However, the
column densities of CH+ observed in the inner Galactic disk,
with a mean ratio ⟨N(CH+)/NH⟩ = 2.1 × 10−8, are found to ex-
ceed by a factor of 3 on average those observed in the SN, where
⟨N(CH+)/NH⟩ = 7.6 × 10−9.

5.2. Predictions of UV-dominated chemistry

The middle panel of Fig. 4 displays the column densities of
CH+ predicted by the Meudon PDR code for densities of 30,
50, and 100 cm−3, a total column density NH = 0.18, 1.8,
and 18×1021 cm−2, and an incident radiation field scaling factor
χ = 1. In the diffuse ISM, the destruction of CH+ occurs through
hydrogenation (see Fig. C.1), an exothermic process with a very
short timescale ∼1 yr fH2 (50 cm−3/nH) (McEwan et al. 1999),
where fH2 is the molecular fraction defined as fH2 = 2n(H2)/nH.
Conversely, in the absence of a suprathermal energy source to
activate the endothermic reaction

C+ + H2 → CH+ + H (∆E/k ∼ 4640 K), (10)

the formation of CH+ is initiated by the radiative association

C+ + H2 → CH+2 + γ, (11)

a process with a very long timescale∼2×106 yr f −1
H2

(50 cm−3/nH)
(Herbst 1985). With the lack of an efficient production pathway,
PDR models thus systematically underestimate the observed
column densities of CH+ by two to four orders of magnitude
(Fig. 4).

5.3. Predictions of the TDR model

In the bottom panel of Fig. 4, we compare the observational data
with the predictions of the TDR models. With a homogeneous
reconstruction of the line of sight (see Sect. 3.3), all the column
densities computed by the code are simply proportional to the
total hydrogen column density NH. For a given NH, the depen-
dence of N(CH+) on the other parameters is then the result of
several effects. First, CH+ is predominantly produced in the ac-
tive stages (see Fig. 3); its column density is thus proportional
to the number of active vortices, which is proportional to the av-
erage dissipation rate ε, inversely proportional to the square of
the density nH and independent of EτV (see Paper I). Second, the
rate-of-strain a and the maximum orthoradial velocity uθ,M con-
trol the heating by viscous friction and ion-neutral friction, re-
spectively, hence set the effective temperature (Eq. (2)) at which
ion-neutral chemical reactions proceed. If a or uθ,M increase, the
effective temperature in an active vortex increases and so does
the rate of reaction 10, hence the production of CH+. When in-
tegrated over the line of sight, however, this effect is balanced
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Table 2. Data from eight randomly selected rays cast through the problem domain. Column 1 – the CH+ column density.
Column 2 – the total column density. Column 3 – the mean number density. Column 4 – the 1D rms velocity dispersion.
Column 5 – the mass-weighted mean temperature. Column 6 – the mean number density in the top 99 per cent of cells
by CH+ number density. Column 7 – the mass-weighted mean temperature in that same subset of cells. Column 8 – the
mean drift velocity in the same cells.

NCH+ NH n̄H σ v T̄M n̄H,99 T̄M,99 v̄d,99
(1013 cm−2) (1021 cm−2) (cm−3) (km s−1) (K) (cm−3) (K) (km s−1)

1.1 2.2 36.0 1.8 60.0 1.5 713.0 2.1
0.8 2.2 36.8 1.2 59.5 1.6 710.9 3.0
1.1 1.2 19.8 1.9 92.5 1.7 708.5 2.3
0.9 1.3 21.4 2.2 85.4 1.4 713.0 2.2
0.6 1.9 31.2 2.2 69.3 1.9 682.3 1.7
1.4 2.0 32.4 0.7 61.0 1.3 715.2 2.5
1.6 1.9 31.7 1.8 66.9 1.9 676.6 2.2
1.2 2.7 43.4 0.8 51.0 1.3 715.2 1.9

almost all of the CH+ in these sight lines is found in low-density,
high-temperature, high-drift pockets of gas, with typical values of
n̄H,99 ≈ 1−2 cm−3, T̄M,99 ≈ 700 K, and v̄d,99 ≈ 2−3 km s−1. These
temperatures and velocities are quite similar to those obtained in the
TDR models of Godard et al. (2009) using very different techniques.

The ‘temperature’ µHv2
d/3k associated with a 4 km s−1 drift

velocity is ≈900 K, comparable to T̄M,99. Both effects thus appear
to be important for building up CH+ columns in excess of 1013 cm−2.
To gauge the relative importance of the two effects, we repeat our
calculation with vd computed as above, but with T fixed at 35 K.
The result is that the mean CH+ column drops from ≈1.3 × 1013

to ≈8.0 × 1012 cm−2. If we repeat the same experiment with T
computed as above, but ignoring the effects of vd, the CH+ column
drops dramatically, down to ≈5.0 × 1011 cm−2. Thus, the CH+

chemistry in our model appears to be mainly driven by ion-neutral
drift, with the kinetic temperature making a secondary, but not
negligible, contribution to the total column.

Finally, to gauge the spatial extent of these regions, we show in
Fig. 9 the result of integrating NCH+ and NH along each of the eight
rays in Table 2. All of the rays show the same general behaviour:
there are large regions that make basically no contribution to CH+

Figure 8. Blue – average histogram of CH+ column densities over 2500
lines of sight passing through the simulation volume. The error bars indicate
the 1σ range of variation over all 50 samples of 50 sight lines each. Red
– histogram of the CH+ column densities from the 50 sight line sample in
Weselak et al. (2008).

column, punctuated by a few thin zones where the CH+ abundance
is substantial. The typical sight line intersects approximately two
to four of these regions. This analysis further confirms the view
of Falgarone & Puget (1995) – that the cold ISM contains isolated
patches of hot, chemically active gas, and that these regions are
crucial to understanding diffuse cloud chemistry.

The gas densities we infer for the CH+-containing regions in our
model are lower than those typically associated with gas containing
substantial abundances of H2. As discussed in Section 2.5, a sub-
stantial H2 fraction is crucial for CH+ formation, and our model
suggests that low densities are crucial, as well. However, it is not
only the local gas density that is important for setting the H2 frac-
tion; the total shielding from the ambient radiation field matters as
well. In PDR models that assume constant density, this distinction
is not made, but in a supersonically turbulent medium, it is entirely
possible for a region with a low local gas density to nonetheless be
well shielded from FUV radiation. Indeed, Table 2 and Fig. 9 show
that, in our model, the CH+-forming regions tend to be randomly
distributed along sight lines, so that many of them would be well
shielded enough (AV greater than a few tenths) for molecules to
form. That said, our adoption of a constant H2 fraction is clearly an

Figure 9. CH+ column density versus total column density NH integrated
along the same eight sight lines shown in Table 2. The quantities NCH+ (d)
and NH(d) are the CH+ and total column densities integrated up though path
length d along each ray. The x-axis has been normalized by the total column
density NH(ℓ0) to fit all the rays on the same plot.
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Fig. 9 the result of integrating NCH+ and NH along each of the eight
rays in Table 2. All of the rays show the same general behaviour:
there are large regions that make basically no contribution to CH+

Figure 8. Blue – average histogram of CH+ column densities over 2500
lines of sight passing through the simulation volume. The error bars indicate
the 1σ range of variation over all 50 samples of 50 sight lines each. Red
– histogram of the CH+ column densities from the 50 sight line sample in
Weselak et al. (2008).

column, punctuated by a few thin zones where the CH+ abundance
is substantial. The typical sight line intersects approximately two
to four of these regions. This analysis further confirms the view
of Falgarone & Puget (1995) – that the cold ISM contains isolated
patches of hot, chemically active gas, and that these regions are
crucial to understanding diffuse cloud chemistry.

The gas densities we infer for the CH+-containing regions in our
model are lower than those typically associated with gas containing
substantial abundances of H2. As discussed in Section 2.5, a sub-
stantial H2 fraction is crucial for CH+ formation, and our model
suggests that low densities are crucial, as well. However, it is not
only the local gas density that is important for setting the H2 frac-
tion; the total shielding from the ambient radiation field matters as
well. In PDR models that assume constant density, this distinction
is not made, but in a supersonically turbulent medium, it is entirely
possible for a region with a low local gas density to nonetheless be
well shielded from FUV radiation. Indeed, Table 2 and Fig. 9 show
that, in our model, the CH+-forming regions tend to be randomly
distributed along sight lines, so that many of them would be well
shielded enough (AV greater than a few tenths) for molecules to
form. That said, our adoption of a constant H2 fraction is clearly an
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and NH(d) are the CH+ and total column densities integrated up though path
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ular clouds. It is probable, however, that merely a few other
species evolve, like H2, over a long period, and need to be treated
on the fly in the simulation. If so, computing the equilibrium
abundances of all species except for a few critical ones would be
a correct and very e�cient method. Therefore, although our ap-
proach is not faultless, we argue that it gives a first estimation of
the chemical state towards which the gas tends. It also provides
a framework for future developments where other species could
be considered out of equilibrium depending on the dynamical
timescales, the properties of the gas and the chemical history.
All those developments are underway.

Another limitation of computing the chemistry at equilib-
rium is to neglect any transient chemical event which can only be
accounted for with time averaged abundances. However, we ar-
gue that taking into account such transient chemical event within
each fluid cell is not necessarily correct as long as the dynamics
is not resolved over the same temporal scales.

2.4. Ion-neutral drift

The ion-neutral drift, or ambipolar di↵usion, can help to in-
crease the rates of highly endothermic reactions which scale as
exp(��E/kT ), where �E is the endothermicity. The relative mo-
tion between neutrals and ions increases the e↵ective velocity
dispersion, which results in the increase of the e↵ective temper-
ature at which the reaction occurs (Draine 1980; Draine et al.
1983; Flower et al. 1985):
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In this expression vd is the ion-neutral drift velocity, µ is the
reduced mass of the reaction, and k is the Boltzmann constant.
When ions and neutrals have the same temperature (equal
to the gas temperature, T ), the e↵ective temperature can be
approximated as Te↵ ⇡ T + �T . But when T < �T ⇡ �,
where � = �E/k is the endothermicity expressed in Kelvins,
this approximation overestimates the reaction rate (Pineau des
Forêts et al. 1986), and the approximation is no longer valid. A
more accurate result is obtained by taking the ion-neutral reac-
tion rate to be proportional to exp (�max {�/Te↵ , (� � 3�T )/T }).

Although our simulation is in the ideal MHD approximation,
we estimate the ion-neutral drift by neglecting the ion inertia
in the ion equation of motion. The resulting balance between
Lorentz forces and the ion-neutral drag force yields (Shang et al.
2002; Glassgold et al. 2005):
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species, vd, jk = |vj � vk| is the specific drift velocity for species j
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is the momentum trans-
fer rate coe�cient. Assuming the same drift velocity for all the
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Table 1. Momentum transfer coe�cients.

Species j, k µ
jk

in mH K

jk

(cm3s�1) Ref.
C+, H 12/13 1.74 ⇥ 10�9

v

0.2
rms (1)

C+, H2 24/14 0.79583 ⇥ KC+, H (2)
H+, H 1/2 2.13 ⇥ 10�9

v

0.75
rms (1)

H+, H2 2/3 3.89 ⇥ 10�9
v

�0.02
rms (1)

He+, H 4/5 2.58 ⇥ 10�9 (3)
He+, H2 8/6 2.17 ⇥ 10�9 (3)
S+, H 32/33 2.34 ⇥ 10�9 (3)
S+, H2 64/34 1.98 ⇥ 10�9 (3)

References. (1) Pinto & Galli (2008); (2) Assuming the same ratio than
for the Langevin rates; (3) Langevin rates (provided by A. Faure, priv.
communication).

It is important to notice that K

jk

, and thus the drift velocity vd,
depend on the rms velocity vrms (in km s�1). Assuming that all
ions and neutrals have the same temperature, this velocity can be
written:

vrms =

 
v

2
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8 kT

⇡µ
jk

!1/2

(6)

which is dependent on the ion-neutral drift velocity itself, as well
as on the thermal velocity (Pinto & Galli 2008).

Since the e↵ective temperature varies as the squared value of
the drift velocity (see Eq. 3), errors can be greatly amplified. For
this reason we use an iterative method to give an accurate value
of vd.

For the momentum transfer rate coe�cients we use the accu-
rate expressions given by Pinto & Galli (2008), and the Langevin
rates when a more accurate rate was not available. For the partic-
ular case of collisions between C+ and H2, we assumed a fraction
of the value used for the collisions between C+ and H, which cor-
responds to the ratio between the corresponding Langevin rates.
In Table 1 we summarise the interactions included in our calcu-
lations3.

3. Results

To compare with available observations, we selected a uniform
grid of 1024 lines-of-sight for which we solved for the chemistry
and integrated for column densities. Each line-of-sight has been
analysed using a constant numerical resolution of 1024 cells in
the line-of-sight, or equivalently ⇠ 0.05 pc, that corresponds to
an intermediate resolution level of ` = 10 for the native AMR
resolution of the simulation.

3.1. Role of warm H2

In Paper I we have shown the presence of H2, which is not at
chemical equilibrium, in warm regions. As H2 is a prerequisite
to the formation of other molecules, and as warm reactants can
boost the formation of molecules with high reaction barriers we
analyse the role of warm H2 on the formation of CH+. To this

3 We do not include collisions with He, which only slightly further
reduce the drift velocity distribution.
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the line-of-sight, or equivalently ⇠ 0.05 pc, that corresponds to
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In Paper I we have shown the presence of H2, which is not at
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Hybrid Approach For	The	Chemistry

t(H2)	>	t species &						dt >	t species n	>	3	cm−3 or	fsh,H2 10−2

On-the-fly Post-processing

• Crucial	species for	the	chemistry:	H2 which is a	
bottleneck for	the	chemistry.

• Heating:	PE,	CR,	H2 (formation	and	destruction)	

• Use	cooling functions:		CII,	OI,	Ly⍺,	Rec,	H2

• Compute dust shielding and	H2 self-shielding
𝑓sh, H2 =	< 𝑒+,-,.///	𝑓shield >

• Solve ideal MHD	equations.

• Compute the	equilibrium abundances for	all	the	
species (besides H2 and	HI)

• Compute the	ion-neutral drift	velocity vd

• Use	local	physical conditions	(n,	T,	Av,	fsh,H2)
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Appendix A: The chemical solver

The chemical solver built in this work is an adaptation of the
solver used in the Meudon PDR (photodissociation regions)
code (Le Petit et al. 2006), modified to simplify the treatment
of a few chemical processes (e.g. surface reactions, H2 self
shielding), and optimised to improve the computational speed.
The solver, which we describe in more details below, is avail-
able on the ISM numerical plateform of the Paris Observatory
(http://ism.obspm.fr).

Appendix A.1: Solver’s description

Table A.1. Parameters of the chemical solver. The range of values found
in the simulation are given in column 3.

mandatory
� Mathis 1 external UV radiation field
A

V

mag 0 � 10 visible extinction
T

K

K 10 � 104 kinetic temperature
nH cm�3 10�1 � 104 gas density
⇣H2 s�1 3 ⇥ 10�16 CR ionisation rate of H2

optional
fsh, H2 10�8 � 1 H2 self-shielding factora

fsh, CO 1 CO self-shielding factorb

x(H2) 10�7 � 1 H2 abundance
vd km s�1 0 � 5 ion-neutral velocity drift

(a) Valdivia et al. (2016) (b) not computed in the simulation

The solver considers a static fluid cell of density nH and tem-
perature T

K

, irradiated by an external radiation field � (expressed
in Mathis’s unit) attenuated by a visible extinction A

V

, and per-
vaded by cosmic ray particles. The cell contains N

X

species (re-
sulting from the combinations of N

A

di↵erent atoms), that inter-
act with each other through a given network of chemical reac-
tions. In this configuration the code computes the chemical state
of the fluid cell at equilibrium. Assuming that chemical reactions
obey the law of mass action kinetics, this equilibrium is defined
by the following set of algebraic equations
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where n(X) and nA are the density of species X and the number
of atom A (in cm�3), NR the number of reactions, R

j,k, and 
j

the
reactants and reaction rate of reaction j, s

j

(X) the stoichiometric
coe�cient of X in reaction j, m(A,X) the multiplicity of atom A
in species X, and c(X) the charge of X. The chemical networks
used in the solver are conservative : the first line above therefore
provides a system of N

X

�N

A

�1 independent equations which is
completed by conservation equations for each atom and for the
electrons, chosen to replace the evolution equation of the most
abundant atom carrier and charge carrier.

As described in Le Petit et al. (2006), the system of equa-
tions is solved with a Newton-Raphson scheme modified to pre-
vent exploration of solutions with negative abundances. Itera-
tions stop when the relative variation of abundances falls below
a given threshold and if this solution corresponds to an equilib-
rium for the chemistry, i.e. when
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where F(X) and D(X) are the total formation and destruction
rates of X and "1 and "2 are two parameters set to 10�6 and 10�3

respectively. When called for the first time, the solver starts with
initial conditions representative of the high ionisation phase (Le
Bourlot et al. 1995): all carbon and sulfur in C+ and S+, and all
oxygen and nitrogen on O and N. When called in sequence, the
initial conditions are the set of abundances corresponding to the
last solution found by the solver. This method is done to favor
continuity of chemical states computed on adjacent fluid cells.
However, it doesn’t preclude the existence of one or several other
chemically stable solutions for a given set of physical conditions
(e.g. low ionisation phase, Le Bourlot et al. 1995).

The main input parameters of the solver and the ranges of
values they span in the simulation are given in Table A.1. In
addition, the code accepts 4 optional input quantities: the ion-
neutral velocity drift (see Sect. 2.4), the self-shielding factors
for the photodissociation of H2 and CO (see eq. 11 of Paper I),
and the fractional abundance of H2 (see Sect. A.3).

Appendix A.2: Chemical network

The elemental abundances adopted in this work are set to the
values observed in the solar neighbourhood and compiled by
Flower & Pineau des Forêts (2003), assuming no mantles on
grain surfaces. The chemical network is the most recent ver-
sion of the network used in the Meudon PDR code, slightly
adapted to simplify the treatment of a few chemical processes.
This network is available online (http://ism.obspm.fr, net-

work_valdivia_2016.dat) and contains 149 species interacting
with each other through 2692 reactions.

Formation of H2 on grain surfaces and destruction by pho-
todissociation are computed accordingly to Paper I. Contrary
to the PDR model, which performs a coherent calculation of
grain surface chemistry including both the Eley-Rideal and the
Langmuir-Hinshelwood mechanisms (Le Bourlot et al. 2012;
Bron et al. 2014), the formation rate of H2 is computed with
a simple function, scaled to the mean value of the formation
rate observed in the ISM (Gry et al. 2002), and tuned to de-
pict the dependence of the sticking coe�cient of H on grains
on the kinetic temperature. The photodissociation rate of H2 is
set to 3.3⇥ 10�11� fsh, H2 s�1, where fsh,H2 is a parameter (see Ta-
ble A.1) used to include the e↵ects of shielding of the radiation
field by H2 line and dust continuous absorptions (e.g. Draine &
Bertoldi 1996). All other gas phase photoreaction rates are com-
puted using the exponential fits of van Dishoeck (1988) and van
Dishoeck et al. (2006) at a given value of the visible extinction.

The treatment of the charges of PAHs (polycyclic aromatic
hydrocarbons) and very small grains and of the processes of elec-
tron transfer between those particles and the ions is similar to the
treatment performed in the TDR (Turbulent Dissipation Region)
model (Godard et al. 2014). PAHs and grains are described as
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Glover & Mac Low (2007a) and Glover & Mac Low (2007b),
who have simulated the formation of molecular hydrogen in su-
personic clouds, showed that H2 can form relatively quickly in
the dense clumps induced by the shocks, leading to a signifi-
cantly shorter timescale (typically of about 3 Myr). Recently,
Micic et al. (2012) explored the influence of the turbulent forc-
ing and showed that it has a significant influence on the timescale
of H2 formation. This is because compressible forcing leads to
denser clumps than solenoidal forcing, for which the motions are
less compressible. This clearly shows that dynamics is playing
an important role in the process of HI-to-H2 transition, at least
at the scale of a molecular cloud.

In the Milky Way most of the molecular hydrogen is in the
form of low-temperature gas, but di↵erent observations have
brought to light the existence of large amounts of fairly warm
H2 in the ISM (Valentijn & van der Werf 1999; Verstraete et al.
1999). Gry et al. (2002) and Lacour et al. (2005) have shown
that the H2 excitation resulting from UV pumping and from H2
formation cannot account for the observed population of H2 ex-
cited levels (J > 2). Excited H2 is likely explained by the pres-
ence of a warm and turbulent layer associated with the molec-
ular cloud. But in such warm gas, which is characterised by
very low densities (nH ⇡ 1�10 cm�3) and very high tempera-
tures (T ⇡ 103�104 K), H2 formation on grain surfaces becomes
negligible, which accordingly leads to an apparent contradiction.
Recently, Godard et al. (2009) have investigated the possibility
that warm H2 could form during intermittent high-energy dissi-
pation events such as vortices and shocks. They showed in par-
ticular that under plausible assumptions for the distributions of
these events, the observed abundance of excited H2 molecules
could be reproduced. Another possibility to explain the abun-
dance of these excited H2 molecules is that they could be formed
in dense gas and then be transported in more di↵use and warmer
medium. This possibility has been investigated by Lesa↵re et al.
(2007) using a 1D model and a prescription to take into ac-
count the turbulent di↵usion between the phases. In particular,
they found that the abundance of H2 molecules at low den-
sity and high temperature increases with the turbulent di↵usion
e�ciency.

While di↵erent in nature, previous works (Glover & Mac
Low 2007a,b; Lesa↵re et al. 2007; Godard et al. 2009) therefore
consistently found that the formation of H2 is significantly influ-
enced by the dynamics of the flow in which it forms. Although
the exact mechanism that leads to the formation of molecu-
lar clouds is still under investigation, it seems unavoidable to
consider converging streams of di↵use gas (e.g. Hennebelle &
Falgarone 2012; Dobbs et al. 2014). What exactly triggers these
flows is not fully elucidated yet but is most likely due to a
combination of gravity, large-scale turbulence, and large-scale
shell expansion. Another important issue is the thermodynam-
ical state of the gas. The di↵use gas out of which molecular
clouds form is most likely a mixture of phases made of warm
and cold atomic hydrogen (HI) and even possibly somewhat dif-
fuse molecular gas. Such a multiphase medium presents strong
temperature variations (typically from 8000 K to lower than
50 K). This causes the dynamics of the flow to be significantly
di↵erent from isothermal or nearly isothermal flow (see Audit
& Hennebelle 2010, for a comparison between barotropic and
two-phase flows). Moreover, the two-phase nature of the dif-
fuse atomic medium has been found to persist in molecular
clouds (Hennebelle et al. 2008; Heitsch et al. 2008a; Banerjee
et al. 2009; Vázquez-Semadeni et al. 2010; Inoue & Inutsuka
2012). This in particular produces a medium in which super-
sonic clumps of cold gas are embedded in a di↵use phase of

subsonic warm gas. Consequently, the question about the conse-
quences of the multiphase nature of a molecular cloud are for the
formation of H2. Clearly, various processes may occur. First of
all, the dense clumps are continuously forming and accreting out
of the di↵use gas because molecular clouds continue to accrete.
Second, some of the H2 formed at high density is likely to be
spread in low-density high-temperature gas because of the phase
exchanges.

We here present numerical simulations using a simple model
for H2 formation within a dynamically evolving turbulent molec-
ular cloud that is formed through colliding streams of atomic
gas. Such flows, sometimes called colliding flows, have been
widely used to study the formation of molecular clouds because
they represent a good compromise between the need to assem-
ble the di↵use material from the large scales and the need to ac-
curately describe the small scales within the molecular clouds
(Hennebelle & Pérault 1999; Ballesteros-Paredes et al. 1999;
Heitsch et al. 2006; Vázquez-Semadeni et al. 2006; Clark et al.
2012). The content of this paper is as follows: in Sect. 2 we
present the governing equations and the physical processes, such
as H2 formation. In Sect. 3 we describe the numerical setup that
we use to perform the simulations. In Sect. 4 we present the re-
sults of our simulations, first describing the general structure of
the cloud and then focussing on the H2 distribution. We perform
a few complementary calculations that aim at better understand-
ing the physical mechanisms at play in the simulations. Then in
Sect. 5 we compare our results with various observations that
have quantified the abundance of H2 and find very reasonable
agreements. Finally, we summarise and discuss the implications
of our work in Sect. 6.

2. Physical processes

2.1. Governing fluid equations

We consider the usual compressive magnetohydrodynamical
equations that govern the behaviour of the gas. These equations
written in their conservative form are

@⇢

@t
+ r · (⇢u) = 0, (1)

@⇢u

@t
+ r · (⇢uu � BB) + rP = �⇢r�, (2)

@E

@t
+ r · [(E + P)u � B(Bu)] = �⇢L, (3)

@B
@t
+ r · (uB � Bu) = 0, (4)

r2� = 4⇡G⇢, (5)

where ⇢, u, B, P, E, and � are the mass density, velocity field,
magnetic field, total energy, and the gravitational potential of the
gas, respectively, andL is the net loss function that describes gas
cooling and heating.

2.2. Chemistry of H2

The fluid equations (Eqs. (1)�(5)) are complemented by an
equation that describes the formation of the H2 molecules,

@nH2

@t
+ r · (nH2u) = kformn(n � 2nH2 ) � kphnH2 , (6)
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of H2 formation. This is because compressible forcing leads to
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less compressible. This clearly shows that dynamics is playing
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at the scale of a molecular cloud.

In the Milky Way most of the molecular hydrogen is in the
form of low-temperature gas, but di↵erent observations have
brought to light the existence of large amounts of fairly warm
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that the H2 excitation resulting from UV pumping and from H2
formation cannot account for the observed population of H2 ex-
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ticular that under plausible assumptions for the distributions of
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dance of these excited H2 molecules is that they could be formed
in dense gas and then be transported in more di↵use and warmer
medium. This possibility has been investigated by Lesa↵re et al.
(2007) using a 1D model and a prescription to take into ac-
count the turbulent di↵usion between the phases. In particular,
they found that the abundance of H2 molecules at low den-
sity and high temperature increases with the turbulent di↵usion
e�ciency.

While di↵erent in nature, previous works (Glover & Mac
Low 2007a,b; Lesa↵re et al. 2007; Godard et al. 2009) therefore
consistently found that the formation of H2 is significantly influ-
enced by the dynamics of the flow in which it forms. Although
the exact mechanism that leads to the formation of molecu-
lar clouds is still under investigation, it seems unavoidable to
consider converging streams of di↵use gas (e.g. Hennebelle &
Falgarone 2012; Dobbs et al. 2014). What exactly triggers these
flows is not fully elucidated yet but is most likely due to a
combination of gravity, large-scale turbulence, and large-scale
shell expansion. Another important issue is the thermodynam-
ical state of the gas. The di↵use gas out of which molecular
clouds form is most likely a mixture of phases made of warm
and cold atomic hydrogen (HI) and even possibly somewhat dif-
fuse molecular gas. Such a multiphase medium presents strong
temperature variations (typically from 8000 K to lower than
50 K). This causes the dynamics of the flow to be significantly
di↵erent from isothermal or nearly isothermal flow (see Audit
& Hennebelle 2010, for a comparison between barotropic and
two-phase flows). Moreover, the two-phase nature of the dif-
fuse atomic medium has been found to persist in molecular
clouds (Hennebelle et al. 2008; Heitsch et al. 2008a; Banerjee
et al. 2009; Vázquez-Semadeni et al. 2010; Inoue & Inutsuka
2012). This in particular produces a medium in which super-
sonic clumps of cold gas are embedded in a di↵use phase of

subsonic warm gas. Consequently, the question about the conse-
quences of the multiphase nature of a molecular cloud are for the
formation of H2. Clearly, various processes may occur. First of
all, the dense clumps are continuously forming and accreting out
of the di↵use gas because molecular clouds continue to accrete.
Second, some of the H2 formed at high density is likely to be
spread in low-density high-temperature gas because of the phase
exchanges.

We here present numerical simulations using a simple model
for H2 formation within a dynamically evolving turbulent molec-
ular cloud that is formed through colliding streams of atomic
gas. Such flows, sometimes called colliding flows, have been
widely used to study the formation of molecular clouds because
they represent a good compromise between the need to assem-
ble the di↵use material from the large scales and the need to ac-
curately describe the small scales within the molecular clouds
(Hennebelle & Pérault 1999; Ballesteros-Paredes et al. 1999;
Heitsch et al. 2006; Vázquez-Semadeni et al. 2006; Clark et al.
2012). The content of this paper is as follows: in Sect. 2 we
present the governing equations and the physical processes, such
as H2 formation. In Sect. 3 we describe the numerical setup that
we use to perform the simulations. In Sect. 4 we present the re-
sults of our simulations, first describing the general structure of
the cloud and then focussing on the H2 distribution. We perform
a few complementary calculations that aim at better understand-
ing the physical mechanisms at play in the simulations. Then in
Sect. 5 we compare our results with various observations that
have quantified the abundance of H2 and find very reasonable
agreements. Finally, we summarise and discuss the implications
of our work in Sect. 6.

2. Physical processes

2.1. Governing fluid equations

We consider the usual compressive magnetohydrodynamical
equations that govern the behaviour of the gas. These equations
written in their conservative form are
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where ⇢, u, B, P, E, and � are the mass density, velocity field,
magnetic field, total energy, and the gravitational potential of the
gas, respectively, andL is the net loss function that describes gas
cooling and heating.

2.2. Chemistry of H2

The fluid equations (Eqs. (1)�(5)) are complemented by an
equation that describes the formation of the H2 molecules,
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Timescales required to	reach the	
equilibrium abundance.	

Hybrid Approach For	The	Chemistry:	Validity

t(H2)	>	t species &						dt >	t species

n	>	3	cm−3 or	fsh,H2 <	10−2

Mass	distribution	in	the	simulation
2D	PDF:					fsh,H2 vs	density
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Numerical Simulation:	Results On	H2
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V. Valdivia et al.: H2 distribution during the formation of molecular clouds

Fig. 8. Evolution of the molecular fraction in the simulation box as a
function of time.

time-dependent distribution. This is clearly due to the long
timescale needed to form H2. The di↵erences between the equi-
librium and time-dependent distributions become eventually less
important. For example, the two distributions are obviously
closer at a time of 20 Myr (right panels) than at a time of 5 Myr.
However, they are not identical. Since all distributions at a time
of 15 Myr and 20 Myr are similar, the persistence of the di↵er-
ences between the equilibrium and time-dependent distributions
indicates that this is most likely the result of a stationary situa-
tion. It most likely reflects the accretion process, that is to say,
HI gas (possibly mixed with a fraction of H2) is continuously
being accreted within denser clumps and therefore the dense gas
does not become fully molecular. This interpretation is also con-
sistent with the fact that the e↵ect is more pronounced for the
fourth density bin (line 4) than for the fifth and highest one (line
5). Considering now the lowest density bin (first line), we find
the reverse e↵ect at a time of 10 and 15 Myr: the time-dependent
distribution dominates the equilibrium distribution. This is most
likely an e↵ect of the turbulent di↵usion. Because of the low
mass contained in this low-density bin, this remains a limited
e↵ect, however.

The second density bin (line 2), which corresponds to n be-
tween 1 and 10 cm�3, is slightly puzzling. No significant di↵er-
ences are seen between the two distributions, which is surprising.
One possibility is that various e↵ects compensate for each other.
That is to say, the time delay to form H2 (clearly visible for the
three denser density bins) may be compensated for by an en-
richment from the denser gas. This might possibly occur for the
second density bin at time 20 Myr (fourth column, second line)
where overall a small excess of time-dependent H2 is found, but
for f (H2) > 0.7 the equilibrium distribution dominates.

4.2.4. Spatial fluctuations

As a complement to the time evolution of f (H2), it is also worth-
while to investigate the spatial fluctuations at a given time. In
this respect, the clumps constitute natural entities for studying
the spatial variations. The bottom panel of Fig. 6 shows f (H2)
within the clumps. For the most massive clumps, the value of
f (H2) is close to 1 and the dispersion remains weak. In contrast,
the dispersion becomes very high for the less massive clumps,
and the value of f (H2) can in some circumstances be rather low.
This shows that clump histories, that is to say, their ages and

Fig. 9. Molecular fraction evolution. In the top panel we show the evolu-
tion per density bin (the density increases from purple to red), in the bot-

tom panel the evolution per temperature bin (the temperature increases
from purple to salmon).

the local UV flux in which they grow, have a major influence on
f (H2).

4.2.5. Further analysis of H2 formation

To better quantify the interdependence of the di↵erent density
bins, we conducted three complementary low-resolution runs for
which the formation of H2 was suppressed (kform was set to zero)
above a given density threshold. Figure 11 displays the result. In
the top panel, no threshold is applied. In the middle and bottom
panels a threshold of 1000 cm�3 and 100 cm�3, respectively, is
applied. For the threshold 1000 cm�3, the values of f (H2) are not
significantly changed except for the highest density range (for
n > 1000 cm�3). On the other hand, with a threshold 100 cm�3,
the values of f (H2) decrease by a factor of about 3 for all den-
sity bins. This clearly shows that most of the H2 molecules in
the low-density gas form at a density of a few 100 cm�3. While
the shielding provided by molecules in gas denser than this value
could contribute to enhance the more di↵use gas, the filling fac-
tor of the dense gas is too small to strongly a↵ect the di↵use gas,
which has a much larger filling factor (see Fig. 4). Therefore
we conclude that the H2 abundance within the low-density gas
(<100 cm�3) is very likely a consequence of turbulent mixing
and gas exchange between di↵use and dense gas.
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Post-processing:

Out-of-equilibrium H2:	

Non-equilibrium H2 from simulation

H2 at	equilibrium:	

Abundances at	equilibrium for	all	the	species
including H2 and	HI
(n,	T,	and	shielding from simulation)	

With ion-neutral drift:

Non-equilibrium H2
Iterative method
• 𝑣d	 ≈

7×𝑩 ×𝑩
:; ∑ =>=?@>?A>?�

CD

• 𝑇eff = 𝑇gas + ∆𝑇
• ∆𝑇 = @

K? 𝑣𝑑
2

• 𝑘	𝛼	exp	(−max	{ UVWXX
, (𝛽 − 3Δ𝑇)/𝑇})	

Without ion-neutral drift:

Non-equilibrium H2
𝑣d = 0
	𝑇gas

Compute equilibrium abundances (n, T, Av, fsh,H2, B)
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Role Of	Warm	H2:	2D	PDF

Volume m(H2) CH+Valeska Valdivia et al.: Origin of CH+ in di↵use molecular clouds

Fig. 2. Volume-weighted (left panel), m(H2)-weighted, and m(CH+)-weighted two-dimensional probability density functions (PDF) of the gas
temperature (Tgas) versus the H2 fraction ( f (H2)).

Fig. 3. Line-of-sight showing the influence of warm H2. Each panel
shows respectively the total number density and the gas temperature
(top), the number density of H2 calculated at equilibrium and dynami-
cally (centre), and the number density of CH+ (bottom).

purpose we calculate the formation of CH+ in two di↵erent man-
ners. In the first case we calculate the chemical abundances of
all the species in our chemical network with the H2 abundances
obtained in our simulation (out of equilibrium H2), while in the
second case we calculate the full chemical equilibrium for all the
species including H2.

Figure 2 shows the two-dimensional (2D) probability den-
sity functions (PDF) in the form of a 2D histogram of the gas
volume, the H2 mass (m(H2)), and the CH+ mass (m(CH+)) dis-
tributions in the simulation box. The left-hand side and central
panels show that a large number of cells are characterised by
low densities of H2, while a reduced number of cells concentrate
most of the mass in H2 form. The right-hand side panel shows
that in spite of this distribution, most of the CH+ is produced
in regions with intermediate H2 fractions ( f (H2) ⇠ 0.3 � 30%),
that do not correspond to the regions which dominate the vol-
ume nor the mass of H2, and gas temperatures as high as several
102 � 103 K.

We present a single line of sight on Fig. 3 to shed some light
on the physical conditions that give rise to an enhancement on
the CH+ abundance. This figure shows the local physical condi-
tion of the gas, as well as a comparison of the H2 density cal-
culated dynamically in our simulation and what is expected at
equilibrium for the same physical conditions (total density, tem-
perature, dust shielding and H2 selfshielding). The bottom panel

Fig. 4. Comparison of column densities of CH+ as a function of the
total column density for the case where H2 is fixed from the simulation
(solid circles), and for the case where H2 is calculated at equilibrium
(open circles). The crosses are the observational data from Crane et al.
(1995); Gredel (1997), and Weselak et al. (2008).

of this figure shows that most of the CH+ is produced in regions
that present specific characteristics favorable to CH+ formation:
the fraction of H2 is higher than what is predicted at equilibrium,
and temperatures are on the order of several 100 K. In both cases
most of the CH+ is produced near the edge of the clumps, but the
abundance of CH+ is up to three orders of magnitude larger when
the warm H2 is used.

The resulting column densities for the grid of 1024 lines-
of-sight are shown in Fig. 4. The column densities of CH+ are
3 � 10 times higher than those obtained with H2 at equilibrium
and closer to the observed ones. However, the abundances are
still underpredicted by a factor of ⇠ 6. This means that the warm
H2 plays an important role on the production of CH+, although
it is not enough to explain the observed abundances.

3.2. Role of the ion-neutral drift

The relative velocity between ions and neutrals adds a non-
thermal component to the gas temperature, that increases the ef-
fective temperature at which ion-neutral reactions occur. To as-
sess the role of the ambipolar di↵usion on the production of CH+
we first analyse the distribution of ion-neutral drift velocities and
then its impact on the e↵ective temperature distributions.
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Role Of	Warm	H2:	LOS	Analysis
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Role Of	Warm	H2:	N(CH+)	vs	Ntot
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Role Of	The	Ion-Neutral Drift:	2D	PDF	

Teff =	Tgas +	ΔT																									Residual Teff =	Tgas +	ΔT																									Residual
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Role Of	The	Ion-Neutral Drift:	LOS	Analysis
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Role Of	The	Ion-Neutral Drift:	N(CH+)	vs	Ntot
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Role Of	The	Ion-Neutral Drift:	LOS	Analysis
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Summary

• It	 is	 possible	 to	make	 a	hybrid	approach	 to	 include	 the	dynamical	effects	 on	 the	most	
sensitive	 species	 (those	with	 long	 evolution	 times)	 at	 a	 reasonable	 computational	 cost:	
species	that	react	fast	can	be	calculated	at	equilibrium	with	respect	to	the	«dynamically»	
calculated	species.

• Warm	H2	 is	 crucial	 to	efficiently	 form	CH+,	nevertheless	 the	abundances	of	CH+	are	still	
underpredicted	compared	to	observations	(Crane	et	al.	1995;	Gredel	1997;	Weselak	et	al.	2008)	

• The	formation	of	CH+	seems	to	be	more	efficient	in	regions	where	H2	is	not	expected	at	
equilibrium.	

• High	 ion-neutral	 drift	 velocities	 can	 boost	 the	 CH+	 formation,	 but	 these	 events	 are	
extremely	rare	=>	The	effect	is	negligible.	

• A	good	description	of	small-scale	physics	is	necessary	to	avoid	unrealistic	vd	distributions.	

• Possible	 clues:	 dissipation	 of	 turbulence	 (Falgarone	 et	 al.	 2010,	 Godard	 et	 al.	 2009,	 2014),	 UV	
pumped	H2	levels	(Zanchet	et	al.	2013;	Herráez-Aguilar	et	al.	2014)	
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Glover & Mac Low (2007a) and Glover & Mac Low (2007b),
who have simulated the formation of molecular hydrogen in su-
personic clouds, showed that H2 can form relatively quickly in
the dense clumps induced by the shocks, leading to a signifi-
cantly shorter timescale (typically of about 3 Myr). Recently,
Micic et al. (2012) explored the influence of the turbulent forc-
ing and showed that it has a significant influence on the timescale
of H2 formation. This is because compressible forcing leads to
denser clumps than solenoidal forcing, for which the motions are
less compressible. This clearly shows that dynamics is playing
an important role in the process of HI-to-H2 transition, at least
at the scale of a molecular cloud.

In the Milky Way most of the molecular hydrogen is in the
form of low-temperature gas, but di↵erent observations have
brought to light the existence of large amounts of fairly warm
H2 in the ISM (Valentijn & van der Werf 1999; Verstraete et al.
1999). Gry et al. (2002) and Lacour et al. (2005) have shown
that the H2 excitation resulting from UV pumping and from H2
formation cannot account for the observed population of H2 ex-
cited levels (J > 2). Excited H2 is likely explained by the pres-
ence of a warm and turbulent layer associated with the molec-
ular cloud. But in such warm gas, which is characterised by
very low densities (nH ⇡ 1�10 cm�3) and very high tempera-
tures (T ⇡ 103�104 K), H2 formation on grain surfaces becomes
negligible, which accordingly leads to an apparent contradiction.
Recently, Godard et al. (2009) have investigated the possibility
that warm H2 could form during intermittent high-energy dissi-
pation events such as vortices and shocks. They showed in par-
ticular that under plausible assumptions for the distributions of
these events, the observed abundance of excited H2 molecules
could be reproduced. Another possibility to explain the abun-
dance of these excited H2 molecules is that they could be formed
in dense gas and then be transported in more di↵use and warmer
medium. This possibility has been investigated by Lesa↵re et al.
(2007) using a 1D model and a prescription to take into ac-
count the turbulent di↵usion between the phases. In particular,
they found that the abundance of H2 molecules at low den-
sity and high temperature increases with the turbulent di↵usion
e�ciency.

While di↵erent in nature, previous works (Glover & Mac
Low 2007a,b; Lesa↵re et al. 2007; Godard et al. 2009) therefore
consistently found that the formation of H2 is significantly influ-
enced by the dynamics of the flow in which it forms. Although
the exact mechanism that leads to the formation of molecu-
lar clouds is still under investigation, it seems unavoidable to
consider converging streams of di↵use gas (e.g. Hennebelle &
Falgarone 2012; Dobbs et al. 2014). What exactly triggers these
flows is not fully elucidated yet but is most likely due to a
combination of gravity, large-scale turbulence, and large-scale
shell expansion. Another important issue is the thermodynam-
ical state of the gas. The di↵use gas out of which molecular
clouds form is most likely a mixture of phases made of warm
and cold atomic hydrogen (HI) and even possibly somewhat dif-
fuse molecular gas. Such a multiphase medium presents strong
temperature variations (typically from 8000 K to lower than
50 K). This causes the dynamics of the flow to be significantly
di↵erent from isothermal or nearly isothermal flow (see Audit
& Hennebelle 2010, for a comparison between barotropic and
two-phase flows). Moreover, the two-phase nature of the dif-
fuse atomic medium has been found to persist in molecular
clouds (Hennebelle et al. 2008; Heitsch et al. 2008a; Banerjee
et al. 2009; Vázquez-Semadeni et al. 2010; Inoue & Inutsuka
2012). This in particular produces a medium in which super-
sonic clumps of cold gas are embedded in a di↵use phase of

subsonic warm gas. Consequently, the question about the conse-
quences of the multiphase nature of a molecular cloud are for the
formation of H2. Clearly, various processes may occur. First of
all, the dense clumps are continuously forming and accreting out
of the di↵use gas because molecular clouds continue to accrete.
Second, some of the H2 formed at high density is likely to be
spread in low-density high-temperature gas because of the phase
exchanges.

We here present numerical simulations using a simple model
for H2 formation within a dynamically evolving turbulent molec-
ular cloud that is formed through colliding streams of atomic
gas. Such flows, sometimes called colliding flows, have been
widely used to study the formation of molecular clouds because
they represent a good compromise between the need to assem-
ble the di↵use material from the large scales and the need to ac-
curately describe the small scales within the molecular clouds
(Hennebelle & Pérault 1999; Ballesteros-Paredes et al. 1999;
Heitsch et al. 2006; Vázquez-Semadeni et al. 2006; Clark et al.
2012). The content of this paper is as follows: in Sect. 2 we
present the governing equations and the physical processes, such
as H2 formation. In Sect. 3 we describe the numerical setup that
we use to perform the simulations. In Sect. 4 we present the re-
sults of our simulations, first describing the general structure of
the cloud and then focussing on the H2 distribution. We perform
a few complementary calculations that aim at better understand-
ing the physical mechanisms at play in the simulations. Then in
Sect. 5 we compare our results with various observations that
have quantified the abundance of H2 and find very reasonable
agreements. Finally, we summarise and discuss the implications
of our work in Sect. 6.

2. Physical processes

2.1. Governing fluid equations

We consider the usual compressive magnetohydrodynamical
equations that govern the behaviour of the gas. These equations
written in their conservative form are

@⇢

@t
+ r · (⇢u) = 0, (1)

@⇢u

@t
+ r · (⇢uu � BB) + rP = �⇢r�, (2)

@E

@t
+ r · [(E + P)u � B(Bu)] = �⇢L, (3)

@B
@t
+ r · (uB � Bu) = 0, (4)

r2� = 4⇡G⇢, (5)

where ⇢, u, B, P, E, and � are the mass density, velocity field,
magnetic field, total energy, and the gravitational potential of the
gas, respectively, andL is the net loss function that describes gas
cooling and heating.

2.2. Chemistry of H2

The fluid equations (Eqs. (1)�(5)) are complemented by an
equation that describes the formation of the H2 molecules,

@nH2

@t
+ r · (nH2u) = kformn(n � 2nH2 ) � kphnH2 , (6)
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RAMSES	AMR	code
(Teyssier	2002)
L =  50 pc
N =  1 cm-3

Vin =  15 km s-1

B =  2.5 µG
dxmin = 0.05 pc
dxmax = 0.2 pc

(Valdivia	et	al.	2016)
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Origin of	warm	H2
Introduction

Results
Perspectives and Conclusions

Density-PDF: Evolution in time

Valeska Valdivia Cardi↵ University

H2 formation	suppressed for	nthresh ≥	100	cm-3

• Clumps are	dominated by	the	turbulent	pressure =>	Transient structures
• H2 can be transported from cold	and	dense	regions towards warm	and	diluted

environments,	where it survives	due	to	the	shielding provided by	the	multiphase
structure
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V. Valdivia et al.: H2 distribution during the formation of molecular clouds

Fig. 11. Evolution of the molecular fraction, where the formation of H2
has been suppressed for gas denser than a fixed threshold. The top panel

corresponds to the standard case, with no suppression of H2 formation.
The middle panel shows the evolution for a density threshold of n =
1000 [cm�3], while the bottom panel corresponds to a density threshold
of n = 100 [cm�3]

about 10 K. Moreover, at higher densities (above ⇠105 cm�3)
other processes that are not included in our simulations can take
over, such as collisions with dust grains and the cooling by other
molecular lines, such as CO.

Finally, as can be seen for densities between 1 to ⇠50 cm�3,
the cooling dominates the heating by a factor of a few. This in-
dicates that there is another source of heating equal to the dif-
ference, which is due to the mechanical energy dissipation. This

Fig. 12. Various cooling and heating contributions as a function of den-
sity. As can be seen, H2 does not have a dominant influence except at
densities of about 4 cm�3 where H2 cooling (green line) becomes com-
parable to the standard ISM cooling (blue line) and at high densities
where the heating by H2 formation (red line) is significant (but without
modifying the temperature substantially).

latter therefore appears to have a contribution similar to the UV
heating. This explains why warm gas is actually able to survive
within molecular clouds. In the same way that density is much
higher than in the rest of the ISM, kinetic energy is also higher
and provides a significant heating (e.g. Hennebelle & Inutsuka
2006).

5. Comparison to observations

We now compare our results with various observations that fall
into two categories. The first observations have attempted to
measure the molecular fraction, that is, the total column den-
sity of H2 with respect to the total column density. The second
observations have measured the excited levels of H2, therefore
presumably tracing high-temperature gas. These two sets of ob-
servations are therefore complementary and very informative.

5.1. Molecular fraction vs. column density

The H2 column density has been estimated along several lines of
sight mainly (though not exclusively) with the Copernicus satel-
lite (Savage et al. 1977) and the FUSE observatory (Gillmon
et al. 2006; Rachford et al. 2002, 2009). These observations
probe lines of sight spanning a wide range of column densities
and therefore constitute a good test for our simulations, although
a di↵erence to keep in mind is that the lines of sight extracted
from our simulations are all taken from a 50 pc region and there-
fore are more homogeneous than the observed lines of sight.

Figure 13 shows the molecular fraction f (H2) as a function
of total column density for all lines of sight of the simulations
(taken along the z-direction) and the available lines of sight re-
ported in Gillmon et al. (2006), and Rachford et al. (2002, 2009).
The simulation results and the observations agree rather well,
many observational data directly fall into the same regions as
simulated data. In particular, the two regimes, that is, the ver-
tical transition branch at column densities of between 1020 and
3 ⇥ 1020 cm�3 as well as the higher column density region, are
clearly seen both in observations and in the simulation.

This said, there are also data points that are not repro-
duced by any of the lines of sight from the simulations. This
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H2 formation
interpreted as an extinction of starlight due to the presence of small solid par-
ticles, or fine cosmic dust. Now we know that dust represents only about 1% of
the total mass of the ISM, but it plays a key role in astrophysical contexts. It
shields the gas against UV radiation, and acts as a catalyst for several reactions,
H2 formation being the most relevant (Gould and Salpeter 1963; Hollenbach and
Salpeter 1971).

H2 can be formed on grain surfaces in two pathways: the Eley-Rideal
(ER) mechanism and the Langmuir-Hinshelwood (LH) mechanism. Fig. 2.4
shows the two mechanisms. A detailed study of H2 formation on dust grains,
paying particular attention to these two pathways to form molecular hydrogen,
has been recently preformed by Bron (2014) in his thesis work.

Figure 2.4: Two main paths for the formation of molecular hydrogen on grain
surface: (a) shows the Eley-Rideal mechanism, while (b) shows the Langmuir-
Hinshelwood mechanism.

In the case of ER mechanism, a chemisorbed atom reacts with a gas phase
hydrogen atom. The adsorbed atom is chemically bonded to the grain surface,
and it is not able to move. The second atom, still in gas-phase, hits the adsorbed
atom to form an H2 molecule, liberating some 4.5 eV. A part of the released
energy is used to desorb the molecule.

The LH mechanism differs in the nature of the bond between hydrogen atoms
and the grain surface. In this case the atom is physisorbed, and the bond is
much weaker. This allows the molecule to wander over the grain surface until
it encounters another adsorbed atom to form a new molecule. As in the ER
mechanism, the molecule is desorbed by using part of the energy released by
the reaction.

These mechanisms are essentially different from the mechanisms operating
in gas-phase. In the case of H2 formation on grain surfaces the excess energy is
evacuated in a non-radiative manner.

Estimate of H2 formation rate

The formation rate of H2 can be estimated using the collision rate between
hydrogen atoms and grains, considering that two collisions are needed to form
one molecule. This can be written in the following manner:

dn(H2)

dt
≃ 1

2
n(HI)ngrΣgrvth (2.15)
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H2 destruction

kph = 3.3⇥ 10�11 ⇥G0 < e��dN ⇥ fshield(NH2) > s�1

H2 destruction	by	UV	fluorescent	photodissociation

Dust shielding Self-shielding (Draine	&	Bertoldi 1996)

Tree-based method (Valdivia	&	Hennebelle,	2014)
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H2 Thermal	feedback	

Cooling:	
• H2 line	emission:	(Le	Bourlot et	al.		1999)

Heating:	
• H2 formation:	1.5	eV
• H2 destruction:	0.4	eV	(Black	&	Dalgarno 1977,	Glover	&	Mac	Low 2007)

H2 is present in enough quantity to contribute to cooling. This last criterion
implies that for the standard UV field, where G0 = 1, cooling by H2 is efficient
for regions where the total gas density is about n = 100 cm−3. These conditions
are those of gas transiting from the WNM to the CNM, so H2 could potentially
play an important role in this transition for low metallicity gas.

The cooling mechanism is through collisionally excited lines. As most of
molecular hydrogen is found in the ground electronic level, the main contribution
to cooling comes from rovibrational transitions within the electronic ground
state. Figure 2.7 shows the internal energy levels of the ground electronic state of
H2 molecule. These excited rovibrational levels are populated collisionally, and
de-excitation follows through quadrupole transitions. Pure rotation transitions
of H2 fall in the Mid-IR region, while rovibrational transitions occur in the
Near-IR. In both cases photons can leave the gas, contributing to cool the gas.

Rovibrational transitions use to happen between close vibrational levels,
and the probability of transitions for ∆v ≥ 2 is much weaker. Le Bourlot et al.
(1999) have computed an accurate cooling function for H2, where they include
transitions between all rovibrational levels of H2 with energies EvJ ≤ 20000 K,
(v = 0, J ≤ 16; v = 1, J ≤ 13; v = 2, J ≤ 10; v = 3, J ≤ 8, 51 rovibrational
levels in total). The cooling function per H2 molecule is, thus, given by

W (H2) =
1

n(H2)

∑

vJ,v′J ′

(EvJ − Ev′J ′)nvJA(vJ → v′J ′), (2.39)

where W (H2) is the amount of energy lost per H2 molecule, EvJ and Ev′J ′ are
the energy levels, nvJ is the number of molecules in the rovibrational level (v, J),
and A(vJ → v′J ′) is the probability of transition from the upper level of energy
EvJ toward the level of lower energy E′

vJ
′.

Figure 2.8: Cooling function per hydrogen molecule, for ntot = 104 cm−3 and
n(H)/n(H2) = 10−2. Cooling functions have been calculated for two different
OPR = 10−4 and 3. From Le Bourlot et al. (1999).

Figure 2.8 shows the cooling function computed for two extreme limits of
the ortho-to-para ratio. This figure shows that the cooling is not sensitive to the
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(Le	Bourlot et	al.		1999)
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